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Abstract In today’s world, chronic diseases are a crucial reason for death. The
chronic disease is gradually taking the patient into control and then take over. Chronic
start slowly and continues for a long time. There is a need to predict chronic disease at
early stages before it reaches an uncontrolled situation so timely treatments can resist
it. Prediction system effectively controls chronic disease at early stages. Our study
aims to cover various prediction models for chronic disease and techniques for the
development of prediction models. This review gives a comprehensive overview of
the predictions system and implemented techniques for basic chronic disease. We go
through prediction models are developed for basic chronic diseases like heart disease,
cancer, diabetes and kidney disease with a different set of techniques. The survey
paper discusses an overview of different chronic disease prediction models and its
implementation techniques. The survey shows that machine learning approach is effi-
cient to design a prediction system for chronic diseases in the welfare of health orga-
nizations and ultimate benefit to patients. This paper reviews basic chronic disease
prediction models and suggested that to achieve accurate results of chronic disease
prediction system machine learning is promising.
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1 Introduction

They proposed hybrid method and filtering method classifications for a chronic
system. The decision tree algorithms based on classification are used to develop a
predictive model that predicts risk diagnosis using the observed things [1]. This paper
starts from handling extreme values to the use of predictive analytics for selecting
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optimal subset of parameters. It selects the best parameter for prediction and applied
strategy to begin from acute values for the prediction [2]. To predict disease they
studied genetic issues of polygenic diseases [3] Author forced on accuracy for chronic
kidney disease dataset in which various parameters processed using two critical [4].
They studied multiple machine learning algorithms to predict the risk of chronic
disease diabetes disease, heart disease, hepatitis disease and liver disease; also they
evaluate machine learning algorithms and tools for decision making and prediction
of disease [5].

They concentrate on claim data in which they studied clinical and claim data of
chronic disease arthritis, kidney disease, osteoporosis [6]. Authors proposed neural
network models for CKD detection may effectively and feasibly equip medical staff
with the ability to make precise diagnosis and treatment to the patient [7]. They
developed neural network models to diagnose chronic kidney disease and treatment
to patient which improve the accuracy of prediction. To improve the performance in
terms of accuracy of chronic disease prediction they applied adaptive and parallel
classification systems [8]. Machine learning effectively classifies healthcare data, as
well as diagnosis efficiently and generates accurate results [9].

2 Literature Survey

To provide security to handle big data of the health industry, they introduced a novel
model using advanced security techniques along with machine learning algorithms.
The innovation lies in the incorporation of optimal storage and data security layer
used to maintain security and privacy [10]. They performed comparative analysis of
different machine learning algorithms and suggested that ANN is good for prediction
but it is slow as compared to other algorithms. Trees algorithm useful for prediction
but its complexity is more and to maximum output, you should use RS theory [5].

To get deep information about Medicare data, codebook from CMS is avail-
able [11]. In [12] proposed model they used different classification algorithm of
machine learning like K-Nearest Neighbour (KNN), tree-based decision tree, LDA
classifier and lazy learner for decision support system also they analyzed probability-
based Naive Bayes neural network based back propagation (BPN) [13]. These algo-
rithms have been compared with classification accuracy to each other on the basis
of correctly classified instances, mean absolute error, Kappa statistics and RMSE
metric. The results show that MLP classifier outperforms Naïve Bayes classifier in
all sectors with respect to the parameters specified [14].

Then Machine Learning techniques were applied to derive the correlation between
the 11 chronic diseases and the ICD9 diagnostic codes. Reduced set of diagnostic
codes were obtained for each chronic disease in the training phase. These codes were
tested on a test data sample using accuracy and confusion matrix as the performance
metric. It was understood that these reduced set of diagnostic codes are relevant
and important for each chronic disease [12]. They proposed accuracy point of view
for extraction rule best choice is SQR ex-SVM and eclectic approaches for SVM
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and experimental result shows that the best approach is C5 [15]. They investigate
prediction by machine learning over big data which comes from healthcare and
archives accurate result [16].

They proposed chronic disease prediction model, where they evaluated different
algorithms like decision tree (J48) and RF algorithm ensemble classifier on
various parameters like ROC performance measures, accuracy, precision, recall and
F-measure and experimental results both algorithm performance is superior [17].

Authors constructed a system which used UCI repository dataset having 400 data
records and 25 attributes and concluded highest accuracy 99.1% from Multiclass
Decision forest algorithm [18]. The author implemented AdaBoost machine learning
ensemble technique for diabetic diagnostic and result shows in line with J48 and
decision tree it performs well [19]. They designed a system for diabetes prediction,
focused on the diagnosis of the patient at a particular age; to achieve this, they have
implemented a system using machine learning algorithm decision tree they found
higher accuracy with decision tree [20, 21]. The author applied classification with
a rule for mining for healthcare data [22]. The author has experimented prediction
system for diabetic patients in two parts—one is artificial neural network and second
one is fast blood sugar [23]. The author classifies biological data into different classes
for this they applied rule-based classifier due to this it filters out many problems. And
provide a solution for noisy instances and over fitting problems [24].

3 Analysis of Various Approaches and Techniques
for Prediction Model

Decision tree classifications applied to predict chronic disease risk diagnosis [1].
The authors have developed prediction model using advances in machine learning
to recognize intelligent solutions that enhance prediction in chronic kidney disease
[2].

They investigate K-Nearest Neighbour, J48 tree Bayesian Network and Random
tree in context with error rate, accuracy and learning time and suggested that on clas-
sification Bayesian algorithm is healthy. They had compared the analysis of classifi-
cation function techniques for heart disease prediction [1]. The heart disease predic-
tion is done by using classification and applied Sequential Minimal Optimization
algorithm, LMT algorithm, Multilayer Perception algorithm [4].

This paper focused on clinical and claims data for studying 11 chronic diseases
such as kidney disease, osteoporosis, arthritis, etc. using the claims data. The correla-
tion between chronic diseases and the corresponding diagnostic tests is analyzed, by
using ML techniques [6]. Hadoop/Map Reduce techniques was used in which predic-
tive analysis algorithm predict the diabetes types prevalent, complications associated
with it and further analysis, this system provides an efficient way to cure and care the
patients [25]. They used a special model SVM named black box model which gives



500 N. Chopde and R. Miri

beneficial information for SVM’s pinpointing decision. SVM is the best solution for
diagnosing real-life diabetic problems [15].

Authors predict kidney diseases by applying basic data mining techniques such
as clustering, regression, time series and sequence analyses, classification, asso-
ciation analysis, and if the proper technique of data mining is applied it gives
promising results [26]. Authors developed a prediction model that diagnosed chronic
kidney failure disease using c4.5 learning algorithm which is machine learning algo-
rithms astutely exploit information and extract the best knowledge. Authors designed
predictive model for Egyptian patients’ using Artificial Neural Networks is machine
learning approach where responses are based on their clinical and biochemical data
[27] (Table 1).

4 Conclusion

In this survey, it is found that machine learning gives promising accuracy of prediction
model of chronic disease as compared to other techniques like data mining. This
paper gives an analysis of various machine learning techniques for different chronic
diseases; we covered chronic disease as diabetes disease, kidney disease, heart disease
and hepatitis disease. Many authors have experimented with different sets of machine
learning algorithm which result in an acceptable level of accuracy for healthcare.

Many efforts have been taken by researchers to develop an efficient prediction
system for chronic diseases and researcher used different sets of data mining tech-
niques and machine learning techniques. The study previous research shows that for
kidney disease ensemble Random forest classifier gives 100% accuracy with less set
of attribute and maximum instances from given dataset and J48 decision tree gives an
accuracy of 99%. In the case of diabetic disease, SVM gives 94% accuracy and 93%
sensitivity. For heart disease SVM provides good accuracy rate up to 95%. In case of
chronic Hepatitis Neural network with back propagation shows highest accuracy of
98% although it takes more time to show maximum output. In case of heart disease
SVM gives maximum accuracy with 95.2%.

We contributed by reviewing various recent and past research of chronic disease
prediction system and it is suggested that machine learning is a promising approach
to design efficient and effective prediction systems in which researcher can filter out
various classifiers as per the need of prediction system of chronic disease and achieve
a promising result.
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Table 1 Comparative analysis of basic chronic disease prediction models with its implemented
technique

Types of chronic disease Implemented techniques and
algorithm for prediction model

Outcome

Heart disease and kidney
disease [28]

k-nearest neighbours Standard accuracy of 90%

Heart disease and diabetic
[11]

Naive Bayes and support vector
machine (SVM)

SVM gives highest accuracy
rate of 95.56% as compared to
Naïve Bayes classifier has
73.58%

Heart disease [9] Data mining techniques Naïve
Bayes followed by neural
network and decision trees

Neural network gives more
accurate predictions (49.34%)
Naïve Bayes (47.58%) and
decision trees (41.85)

Heart disease [27] Data mining, support vector
machine (SVM) and ANN

SVM accuracy 95.2% and
artificial neural network
accuracy 94.27%

Diabetic disease [29] Weka tool used along with
Naïve Bayes, support vector
machine, and functional trees

Support vector machine gives
88.3% accuracy

Diabetic [25] predictive analysis algorithm in
Hadoop/MapReduce

It is an efficient way to cure
and care the patients with
affordability and availability

Diabetes [15] Data mining and machine
learning approach support
vector machines

Accuracy is 94%, sensitivity of
93%, and specificity of 94%

Diabetic [27] Data mining techniques Naive
Bias, SVM, decision tree and
artificial neural network

Highest accuracy decision tree
86.47% and SVM 87.32%

Pima Indians diabetes
database [30]

Tree, SVM and Naïve Bayes Naive Bayes outperforms with
the highest accuracy of 76.30%
comparatively other algorithms

kidney [26] Naive Bayes(NB), J48, and
random forest (RF), bagging,
AdaBoost

J48 decision tree 99% and
random forest an average
accuracy 100%

Chronic kidney failure and
heart disease [29]

k-nearest neighbours Accuracy of 90% with error
rate 5%

Chronic kidney disease [31] Multiclass decision jungle,
forest, multiclass neural
network and logistic regression

Multiclass decision forest
algorithm gives 99.17%
accuracy

Kidney disease [32] Naïve base classifier and ANN Naïve base classifier gives
100% accuracy and ANN gives
72.73%

Chronic kidney disease [17] Decision tree, J48 and SMO
classifier and ensemble
classifier random forest

Random forest gives 100%
accuracy

(continued)
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Table 1 (continued)

Types of chronic disease Implemented techniques and
algorithm for prediction model

Outcome

Chronic Hepatitis [27] Machine learning algorithm
Artificial Neural Networks
(ANN) and decision trees (DT)

ANN and prediction accuracy
0.76 and 0.80

Chronic Hepatitis [33] Data mining algorithms Neural network with back
propagation shows highest
accuracy of 98%

Chronic Hepatitis [33] Data mining techniques CART
ID3 Algorithm C4.5 algorithm
and binary decision tree
algorithm

CART algorithm accuracy of
83.2% and C4.5 gives 71.14%
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